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INTRODUCTION 

One of the major challenges that the human computer interface (HCI) faces nowadays is that 

of identifying a subject’s state, in a real world environment, characterized mainly by: open-

recorded, event-elicited and internal emotional state-driven (Picard, Vyzas & Healey , 2001). 

The main requirement for such systems regards the noninvasive character of their working 

principle.  

 

Subsequently, in order to improve communication in HCI systems or to asses the human 

state, the analysis of the body language could be a solution. Thus, a “sensitive computer” 

could use the body movements and the positions of the body in order to assess the state of a 

person (e.g. confusion, illness, nervousness, lack of attention, motor fatigue, agitation, etc.). 

 

In the rehabilitation process, the measurements of the motion impairments are very important 

because they can quantify the patient’s recovering between two consecutive medical sessions. 

Nowadays, this type of motion analysis is achieved by physicians through visual observation 

of the patient during some standard tests. As a result, the physician subjectivism is introduced 

and, much more, when different physicians evaluate the same patient, the reproducibility of 

the measurements becomes a difficult task.  

 

To respond to the previously presented requirements in different application fields, a non-

contact laser system was introduced by the authors (Dobrea, 2002), (Cracan, Teodoru & 

Dobrea, 2005), (Dobrea, Cracan & Teodoru, 2005), (Dobrea and Serban, 2005). Here, we 
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present the implementation of an independent system constructed as a self-contained unit that 

can be further integrated in much more complex and intelligent structures, together with new 

possible applications. 

 

This article proposes a new real-time, non-contact system able to: 

• acquire and interpret the subject's body language,  

• recognize static hand signs, and  

• provide physicians with a quantitative tool to monitor the evolution of the 

Parkinson disease. 

 

BACKGROUND 

The proposed bio-instrumental system (BIS) was designed to be used in the medical field, in 

applications such as: rehabilitation, functional movement analysis, evaluation of the cognitive 

deficits or motion and support offered to the vocally impaired subjects. 

 

Nowadays, in order to evaluate and assess the severity of the Parkinson disease, the 

physicians use different rating scales. The method used to assess the Parkinson disease is 

based on a questionnaire - Unified Parkinson’s Disease Rating Scale, (MDSTF, 2003). The 

most important disadvantage of the rating scales is the lack of results reproducibility. 

Different physicians obtain different results on the same patient due to different medical 

experience and the possibility to observe, at one moment, only one cross-section of the 

patient. The BIS presented in this article will be used in the quantitative analysis of the head 

tremor movements. Even if, for this application, other methods exist to acquire the movement 

(based on accelerometer sensors, (Keijsers, Horstink & Gielen, 2003), optical data flow and 

gyroscope, (Mayagoitia, Nene & Veltink, 2002)) no method has imposed yet as a standard. 

Recognition of the hand signs is a challenging task for the nowadays systems and it is very 

important for the vocally impaired people. Even if the research in this field fade in time, the 

first large recognized device for identifying the hand signs was developed by Dr G. Grimes 

(1983) at AT&T Bell Labs. This device was created for “alpha-numeric” characters 

communication by examining hand positions like an alternative tool to keyboards; it was also 

proved to be effective as a tool for allowing non-vocal users to “finger-spell” words and 

phrases. In order to understand the hand signs language the hand gesture must be acquired. 

Mainly, the hand signs are acquired using video cameras (Cui and Wenig, 1999), (Ho, 
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Yamada &  Umetani , 2005) or some devices that directly determine the position of the hand 

parts (such as gloves) (Hernandez-Rebollar, Kyriakopoulos & Lindeman, 2004). 

 

There are strong relations between psychological states and the body movements, confirmed 

by the theories of  Kestenberg (1999) and Hunt (1968)  or by the analyses realized in the field 

of the body language investigation (Pease, 1992). Moreover, these relationships make the 

subject of the somatic theory. The healthcare efficiency in the activity related to the human-

computer interaction is directly dependent on both, the subject’s state and the capability of 

the healthcare systems to recognize the specific needs of the user in order to change their 

response accordingly. Unfortunately, acquiring and interpreting this kind of information is 

very difficult and, as a consequence, all the actual systems have only a limited ability of 

communication. Current strategies for user's emotional state acquisition are either obtrusive 

(Picard et al. 2001) or the data captured by the systems consist in low level useful 

information. 

 

A NEW TYPE OF NON-CONTACT BIO-INSTRUMENTAL SYSTEM 

 

The new proposed BIS was designed to determine, in a fast way and without any physical 

contact with the subject, the movements, the position and the distance to an observation 

point. Using this information, the physiological and emotional states of the subject are 

estimated. 

 

      System’s Architecture. Working Principle 

The BIS is composed of a laser scanner, an interface unit, a video camera and a software 

program, running on a DSP platform that controls the scanner, acquires the images and 

extracts the distance/position information, as in Fig. 1a. The BIS schematics and the system 

data flow are presented in Fig. 1b. 
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Figure 1. The bio-instrumental system 

a. View of the implementation 

b. BIS schematics and the system data flow 

 

The working principle of the whole system is based on a laser scanner that generates a laser 

plane at a constant angle from the horizontal plane. When the laser plane hits a target in the 

imaged area, a line of laser light appears on the body of the subject, see Fig. 2 – Imgt+1 image. 

The video camera acquires two images: first, with the laser diode off, Imgt, and second, with 

the laser diode on, with a line of laser light that appears on the target, Imgt+1. Subtracting the 

two images we get only the laser line projected on the people’s torso, OutImg – Fig. 2. In the 

ideal situation, all pixels for which Imgt+1(x, y) ≠ Imgt(x, y) describe the laser line which 
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appears on the user’s body torso. In real cases, the images are corrupted by noise. This 

problem was solved using an experimentally obtained noise model, σ. The criterion to extract 

the line of the laser light becomes now: Imgt+1(x, y)–Imgt(x, y)>σ. Other problems, such as 

shadows, slight body subject movements, light sources, video camera saturation, background 

changes, do not affect the reliability of the laser line feature extraction. This is happening 

because the time interval between the two images acquisition is less than 40 ms and the noise 

model presented above have been proven to be adequate. Based on this operating principle, 

the extraction of the laser line becomes a very fast task – a major advantage of this system.  

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Figure 2. The data flow for the distance determination 

 

If the object is far away, the extracted laser line will be farther from the bottom of the image, 

h1. In the opposite situation, it will be closer to the bottom part of the resulting image, h2. At 

this point, one knows the angle between the laser scanner and the horizontal plane, the 

position in space of the video camera and the extracted shape of the laser line on the subject 

body. The depth information of each point on the extracted laser line is calculated using some 

basic geometric formulae. Further on, having all these values, we exactly determine the real 

3D subject body position with respect to the camera. 
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The hardware system has two components: the electro-mechanical scanner and the DSP 

system. The scanner has a low-power laser diode and a mechanical system with mirrors, Fig. 

1a. (Dobrea, 2002). The plate with mirrors is attached to an engine shaft. The DSP system 

interfaces with the engine control system only through a single digital line that can start/stop 

the engine.  

 

Since this application deals with images and all these type of applications are considered data 

and computing-intensive, the TMS320C6416 DSP was chosen due to its: high computing 

power, large on-chip memory and efficient data transfer mechanism.   

 

In order to have a real time supervision of the system evolution, an output image, containing 

both the acquired image and the resulting one (OutImg), is formed and displayed on a RGB 

monitor (the image data are moved in background using for this the EDMA controller, Fig. 

1b).  

      Movement-based subject state identification system  

In order to test the BIS, we have developed an experiment intended to determine if there is a 

correlation between the emotional state of a person and the body torso movement of that 

person.  

 

We admitted six subjects for this study. All of them were young healthy people (26.6±3 years, 

mean ± standard deviation) (Dobrea and Serban, 2005). But first, the emotional state must 

exist and must be manifested by the subjects. The emotion was induced by two films 

presented to the subjects: an action movie and a horror movie. At the end an analysis was 

done on the recorded body torso movements to characterize common behaviors of the 

subjects during the movies associated with special time moments of the films. In this way, the 

system was validated and analyzed. 

 

The movement of the subject was characterized by the position of the subject torso, 

determined by means of the distance between the closest point of the chest situated on the 

laser line and the video camera. This distance is proportional to the distance from the lowest 

point of the extracted laser line (projected on the subject torso) to the bottom border of the 

image, h3 on Fig. 2.  
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       The distance determination 

A special algorithm was designed in order to determine the distance between the subject and 

the laser diode. The algorithm use a standard genetic algorithm (GA), described by Goldberg 

(1989), Fig. 2. For each generation, an entirely new population is created by selecting 

individuals for mating from the previous population, according to a specified selection 

method. In order to implement the GA we have adopted a philosophy inspired by GALib, a 

C++ library for GA objects, (Wall, 2000).  

 

For our application, each chromosome has two genes, encoding the position of an image pixel 

(Dobrea, Sîrbu & Serban, 2004). We have implemented the binary string format for 

chromosomes, concatenating the binary representations of the coordinates, on the x and y 

axis. The fitness function was designed to maximize the number of image pixels in the 

vicinity of the selected image pixel and to minimize the distance between the pixel and the 

bottom of the screen. In this mode, the chromosome with the best fitness value will 

characterize a point belonging to the laser line segment which is closest to the bottom border 

of the image. To reduce the influence of noise, the pixels having in their vicinity less than a 

specified amount of adjacent pixels are ignored. The population was initialized randomly, 

uniformly distributed in the four quadrants of the image, to ensure the rapid convergence of 

the GA. 

In Fig. 3a we present two evolutions of the GA for an extracted laser line, displaying the 

fitness of the best individual and stressing two behaviors: medium and slow algorithm 

convergence. For the tests we have run, the mean number of generation for convergence is 

200, for a population of 100 individuals, with no elitism, 0.9 probability of crossover and 

0.001 probability of mutation. 

 

       The emotional state detection 

A problem this system must to deal with is given by the limbs movements that generate 

artifacts – e.g. in Fig. 2 the arm positioned in front of the body determines the GA to obtain 

the h2 distance instead the correct distance h3. These artifacts were removed using a special 

algorithm which takes into account the arm thickness.  

 

The Pearson’s Product-Moment Correlation coefficient was computed in order to 

characterize common behaviors of the subject’s movements recorded during the movies and 

associated with special time events of the films. A time evolution of the distance between the 
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c. 

view point (video camera) and the subject’s chest position is presented in Fig. 3b. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Figure 3. Outcome of the algorithm which determines the distance between the subject and 

the laser diode 

a. Two representative evolutions of the GA 

b. The evolution of the torso position for the same segment of the movie for all the subjects 

c. The correlation coefficient 

 

The six subject’s traces, representing distance evolutions, are presented and marked in this 

 S1 S2 S3 S4 S5 S6 

S1 1 0.852 0.724 0.751 0.960 0.952 

S2 0.852 1 0.871 0.781 0.807 0.865 

S3 0.724 0.871 1 0.605 0.720 0.710 

S4 0.751 0.781 0.605 1 0.553 0.864 

S5 0.960 0.807 0.720 0.553 1 0.894 

S6 0.952 0.865 0.710 0.864 0.894 1 

0.2

0.3

0.4

0.5

0.6

0.7

0.8

0.9

1

1 3 5 7 9 11 13 15 17 19 21 23 25 27 29

S1
S2
S3
S4
S5
S6

a. 

b. 



A Complex Non-contact    9

figure with S1- S6.  They correspond to a movie fragment able to impress the subjects. 

The Pearson’s correlation coefficients computed for all pairs of two time segments, shown in 

Fig. 3b, are presented in Fig. 3c. 

The obtained results support and demonstrate the system’s ability to evidence a common 

subject emotional state reflected by the body movements. The subjects’ different behavior as 

a response to the same emotional state (through the movements of the body, hands, etc.) and 

the time delay required to manifest the emotional state determine the spread of the computed 

correlation values. For other time fragment of the movies, similar results were obtained. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Figure 4. Demonstration of system’s ability to evidence different hand signs 

a. The system's flow chart and some of the partial results  

b. Several hand signs recognized by the intelligent system 
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      A hand sign recognition system 

The system able to recognize the static hand sign we propose is a combination of two 

methods described in the literature: video and special device-based. The hand signs can be 

formed using one or both hands. Five of the ten used hand signs are presented in Fig 4a and 

b. 

 

The algorithm used for the extractions of the projected laser line image is similar to the one 

presented above. The laser trace signal (Hs [n] resulted from the laser extraction algorithm) is 

modeled using the coefficients of an auto-regressive (AR) filter, (Cracan et al., 2005), 

(Dobrea et al. 2005). The AR filter’s coefficients are used to reduce the redundant input 

information passed to the classifier algorithm implemented on DSP.  

 

A multilayer perceptron (MLP) neural network was used in the pattern recognition process 

(Cracan et al., 2005), (Dobrea et al. 2005). The correct recognition rates for all the hand 

signs were in the range of 0.823÷1. The necessary time between the first image acquisition 

and the end of the entire classification process was less than 1.5 seconds, adequate for real 

time supervision.  

 

FUTURE TRENDS 

      From the subject’s body language to emotional state identification 

The identification of some particular postures like the arm position in front of the torso, as in 

Fig. 2, or the torso position, as in Fig. 5a, can be made by pattern recognition, in the manner 

presented above. Each of these postures or body positions can be related to different internal 

subject states, (Pease, 1992), that can guide a system in order to improve the human computer 

interaction. For example, in Fig. 2, the subject posture can express boring if the subject keeps 

this posture for a long time. 

 

      Evaluation/analysis of Parkinson patients 

Up to this moment there is no kind of standard method (either qualitative or quantitative) to 

evaluate the Parkinson symptoms. Moreover, in (MDSTF, 2003) one mentions a number of 

errors in the Unified Parkinson’s Disease Rating Scale such as: some ambiguity in the text, 



A Complex Non-contact    11

inadequate instructions to rate some questioner rubrics, one deficiency in a unit of 

measurement and the lack of questions other than motor aspects of Parkinson’s disease. 
 

 

 

 

 

 

 

 

 

Figure 5. Identification of some particular postures or movements 

a. Image representing a particular body posture 

b. The configuration of the laser systems in order to acquire the head position 

 

Using two different laser scanner systems, the trajectory of the subject head (as in Fig. 5b) 

can be recorded and easily quantified in order to assess the patient rehabilitation. In this 

mode, the proposed system is able to quantitatively evaluate the severity and the progress of 

the Parkinson's disease and to offer a reproducibility of the obtained results. Thus, all the 

above presented drawbacks are eliminated. 

 

CONCLUSIONS  

 

In this article a DSP implementation of a new non-invasive BIS was presented. This project 

has a significant impact on the people’s life reflected in: 

• the natural form of subject’s interaction and supervision by the healthcare 

systems, in order to determine the emotional and physiological state changing;  

• the reproducibility of the evaluation and assessment of the severity in Parkinson 

disease – a way of helping the physicians to improve the quality of the medical 

act; 

• the support offered to the vocally impaired subjects. 

 

a. 

Laser scanner 1 

Patient head 

b. 



A Complex Non-contact    12

This system offers the possibility to use a new kind of information regarding the subject's 

emotional and physiological state, unexploited yet on the HCI systems, namely, the state of 

the subject expressed through body language. 

 

The system is inexpensive, easy to manufacture and, hence, attractive for practical 

applications. In the end, last but not least, the entire system is very fast, being adequate even 

for real time supervision. 
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TERMS AND DEFINITIONS 

 

Human computer interface (HCI) – The process by which users interact with computers; 

based on it, one designs and implements human-centric interactive computer systems. 

Digital Signal Processor (DSP) - A specialized, programmable computer processing unit 

that is able to perform high-speed mathematical processing. It refers to manipulating 

analogue information that has been converted into a digital (numerical) form.  

Genetic algorithm (GA) - An optimization and search technique based on the principles of 

Darwin’s theory of natural selection and Mendel’s work in genetics on inheritance: the 

stronger individuals are likely to survive in a competing environment. It allows a population 

composed of many individuals (possible solutions) to evolve under specified selection rules 

to a state that maximizes their suitability for the specific application. 

Fitness - A measure of the suitability of a potential solution for the given application. Each 

individual is an encoded representation of all the parameters that characterize the solution. It 

has an associated value (fitness) which is a measure of its performances.  

Neural network - A system of programs and data structures that approximates the operation 

of the human brain. 

Sensor - A device that measures or detects a real-world condition, such as an acoustic 

(microphone, hydrophone), electromagnetic (radar) or optical (camera) signal. 

Biosensor – a device incorporating a biological sensing element (the recognition element is 

biological in nature). 


